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Abbreviated abstract: The classification problem is useful in statistics. The usual structure of the 
classification problem involves a response variable and covariates. On the other hand, it is possible to 
observe only samples from a Markov chain. In this case, the observed values of each sample are dependent 
and we can model them using the Variable Length Markov Chain model (VLMC). The samples are used to 
estimate a context tree wich represents the dependency structure present in the data and it is used to 
classify. In this work, we show how to use a Markov chain in a classification problem. 
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Problem, Data, Previous Works 
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The usual structure of the classification problem involves independent samples of a response variable 
and covariates. 
 
However, there are situations in which it is possible to observe only a large number of values of the 
response variable. 
 
In this last case, the observed values of each sample are dependent and we can model them using 
Markov chain. 
 
In particular, García, González-López and Viola (2012) used robust context tree to discriminate 
languages. 
 



           Methods 
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Pseudo-likelihood Function 
 

L =  𝑃(𝑎|𝑠)𝑎,𝑠   

 
where a and s are elements of the alphabet 
and state space, respectively. 

 
 

Maximum Likelihood Estimator 
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Results and Conclusions 
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We consider two Markovian Processes of order 1 with alphabet {0,1}.  
 
• Model 1: P(0|0) = 0.7 and P(1|1) = 0.4; 

 
• Model 2: P(0|0) = 0.65 and P(1|1) = 0.45. 

 
For each model, we generated 60 samples of length 150. This procedure was done 50 times considering 
training and test samples. 
 
We obtained a median value 73,3% and 66,6% of correct answers for models 1 and 2, respectively. 
 
For the next step, we will investigate whether the AdaBoost algorithm improves performance of the 
classification. 
 

 


