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Abbreviated abstract: We describe imputation strategies resistant to outliers, through modifications of the
simple imputation method proposed by Krzanowski and assess their performance. The strategies use a
robust singular value decomposition, do not depend on distributional or structural assumptions and have no
restrictions as to the pattern or missing data mechanisms. They are tested through the simulation of
contamination and unbalance in a matrix of real data from an experiment with genotype-by-environment
interaction.
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Problem, Data, Previous Works
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• SVD88 (SVD published in 1988 by
Krzanowski).

• Consider a matrix 𝐘𝐧×𝐩 with possible

missing values.
• Missing values are initially filled with

columns mean + standardization.

• ො𝑦𝑖𝑗
(𝑚)

= σℎ=1
𝑚 ෤𝑢𝑖ℎ ሚ𝑑ℎ Τ𝑝 𝑝 − 1

Τ1 2
𝑣𝑗ℎ 𝑑ℎ Τ𝑛 𝑛 − 1

Τ1 2
.

• An iterative updated of the imputations via
the above equation.

• The effect of outliers on the quality of
imputations of SVD88 has not been
considered.

MAIN IDEAS:
• New Robust Imputation Methods          Two-way data.
• Robust SVD        Imputation.
• Methods without structural assumptions. 
REAL DATA:
• Ontario winter wheat dataset:

• 18 genotypes + 9 environments



Methods:
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Imputation Alternatives:
• SVD88: classic method, Krzanowski 88.
• rSVD84: Gabriel & Odoroff. García-Peña et al.
• M5RobSVD: In SVD88 consider Robust standardization of the initial

matrix + rSVD84 + just singular vectors.
• GOKImputation

• 1. rSVD84 gives rise a complete matrix           2. Imputation via SVD88.
• M5GOKImputation: GOKImputation just singular vectors.
• MissForest: random forest, randomized regression trees.

The comparison was based on:
1. Prediction error: 𝑃𝑒

2. 𝐺𝐹1 = 1 − ൗ𝑂−𝐼 2

𝐼 2

3. 𝐺𝐹2 = cos2 𝑂, 𝐼 =
𝑡𝑟2(𝑂𝑇𝐼)

𝑡𝑟 𝑂𝑇𝑂 𝑡𝑟(𝐼𝑇𝐼)
.

O is the Ontario original data matrix, and I is the imputation matrix after cross-validation under 
the modified Ontario matrix (deleted values and contaminated).



Results and Conclusions
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1. Consider robust versions of the method 
that will allow for outliers. 

2. Suggest which specific method to use in 
each practical application requiring 
imputation.

There are four possible robust version of SVD88, all improved substantially of SVD88. 
In a practical situation, if the matrix is small then rSVD84 is recommended , but for 
large for larger matrices either M5RobSVD or M5GOKImputation would be preferable.


